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The Nagios Core homepage is as plain as the range
of functions of the entire package.
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Nothing Comes without a Price

Network monitoring — open source software is popular, and in the realm of open
source network monitoring, ‘Nagios’ is a huge hit. funkschau investigated whether
this free product can compete with the equally-popular, commercial product ‘Paessler
PRTG Network Monitor’ in a comparison test.

ur networks are growing

inexorably; every day

new cable-bound and

wireless devices in the

form of desktop com-

puters, laptops, tablets

and smartphones are being added. This
increasing number of end-user devices
requires additional computing power,
connectivity and memory space which
we create with new servers, switches,
routers and storage units. The net-
work growth and thus the increasing
complexity ensure that the demand for
network monitoring products remains
high. The market offers robust commer-
cial and free open source network mo-
nitoring products that are chock full of
features, so there seems to be a solution
for every budget size. But do companies
really save money using open source
products instead of a commercial pack-

age? We've compared the popular net-
work monitoring product Paessler PRTG
Network Monitor (commercial) with
Nagios Core (open source) in order to
answer this and other questions.

Both products offer performance moni-
toring and event management for end
devices such as servers, switches, rou-
ters and USVs as well as services like
websites or business applications. They
notify administrators regarding prob-
lems and create various reports using
the collected data to document the
status of the network, network devices
and services. Both products use simple
functions like ping requests, among
others, for monitoring single devices
as well as SNMP. The features of both
products include automatic network
searches and network device discovery
(‘Auto-Discovery’), distributed monitor-
ing, maps, diagrams and graphs, alerts

and support of IPv6. The products thus
seem to share many similar functions
but under the surface they differ con-
siderably.

Nagios Core 3.5

Nagios, which first appeared in the late
90s, is most suitable for limited envi-
ronments that don’t include too many
devices as the necessary provisioning
for devices in large networks with many
nodes is extremely time consuming. The
product was designed for Linux but can
be run on other Unix platforms relative-
ly easily. Though Nagios Core is an open
source software, commercial technical
support is available through Nagios En-
terprises.

Nagios monitors many network servi-
ces, including SMTP, POP2, HTTP or
NNTP and monitors the use of host
resources, such as the CPU load,
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memory and disk usage. Thanks to
nearly 2000 plug-ins, the functional-
ity of the product can be extended
for example to monitor services that
are not supported by the core pro-
duct initially. Anyone with sufficient
experience in using languages like C,
Perl or Python can even write his own
plug-ins.

Nagios Core really is free. However,
Nagios Core does not include much
more than the open source monitoring
engine. You don't even get a quick start
guide for setting up the product. Not
to mention features like SNMP traps,
dashboards, mobile app, configuration
assistant or backend database. Anyone
who isn’t ready to agonize themselves
by building up their monitoring solu-
tion using free add-ons — as far as that
is possible at all — must be willing to
invest money, at least $1995 to start.
This will cover the Nagios X| Standard
Edition for a maximum of 100 hosts
and five support questions. The Nagios
website still lists the Nagios Business
Edition for $1295 but clicking on this
link redirects the user to Nagios XI. The
Nagios Core Student Edition is avail-
able for $50 and the Professional Edi-
tion costs $250. These packages are far
less expensive than the Nagios Xl Stan-
dard and offer more functions than the
free version but do not include half of
the Xl Standard features. Things like a
dashboard, database backend, report
planning and configuration assistant
are not included. On top of that, the
student and professional editions are
only available as preconfigured virtual
machines based on CentOS 6 which
makes it unsuitable for most compa-
nies. The bottom line is that minimal
basic functionalities are free while a
complete package that is comparable
to commercial monitoring products
starts at $1995.

Nagios setup:

simple to complicated

Nagios Core requires a Linux or Unix
machine with a web server (prefer-
ably Apache) if the web interfaces in-
cluded in the package should be used.
In Nagios jargon these web interfaces
are called CGls (Computer Generated
Interface).

To install Nagios, the respective pack-
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The reports created by Nagios Core are limited to the most necessary data and are generally not

designed for export.

age must be downloaded and various
configuration settings must be made.
The way this works depends on the
Linux distribution. In many distribu-
tions, the Nagios packages are available
in the repository which makes things
easier. If no fitting package is available,
the source code is downloaded and
compiled. This also depends on the
Linux version. The quick start guides on
the Nagios website are based on hope-
lessly outdated Linux versions and are
therefore not entirely useful. Generally,
however, the following steps must be
taken:

1. Create a user account for Nagios,
create a Nagios group if necessary.

2. Download Nagios and the desired
plug-ins.
3. Compile and install Nagios.

4. Adjust configuration by editing the
configuration file.

5. Configure the web interface.

6. Compile and install the Nagios
plug-ins.

7. Start Nagios and configure the
automatic start.

Installing Nagios this way, the user
should have a solid understanding of
Linux and we also recommend looking
online for relatively up-to-date docu-
mentation from third parties.

Nagios does not require agent pro-
grams or SNMP on the hosts to moni-
tor ‘public’ services or protocols like
HTTP, FTP or SMTP. However, the ad-
ministrator won't get far with this. If
he wants to monitor information like
hard drive, CPU and memory usage,
user information, running processes or
services — all things that are considered
‘private’ services for Nagios — he will
have to install agents on the hosts. Of
course, there are different agents for
different hosts, for example Linux and
Windows servers, routers, switches
and printers. Most of the time, install-
ing the required agents isn't sufficient;
various configuration files have to be
updated in order to even begin moni-
toring. These configuration files have
to be adjusted using an Editor — chang-
ing the configuration over the graphi-
cal user interface is not possible.

No Longer State of the Art:

The Web GUI

The user interface in the browser is
compiled from several of the above-
mentioned CGls. The homepage shows
the basic navigation on the left side
and a section with information/mes-
sages and links in the center. Here, the
administrator has access to software
updates, support and other useful re-
sources. Using the menu on the left
side, the administrator can navigate to
information gathered by Nagios, from
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a general overview to detailed infor-
mation and reports on the hosts and
identified problems.

A 'Tactical Overview' shows the cur-
rent system status. The view presents,
for example, hosts and services with
a summary of the related statuses,
marked with ‘ok’, ‘critical’, ‘warning’,
‘unknown’, and ‘pending’. The net-
work diagram is a graphic display of
all hosts with their related statuses and
connections. Details on a host can be
viewed by hovering the mouse pointer
over the desired icon. The network
diagram is great in theory as it offers
a direct overview of the network infra-
structure. However, this is not practical
for larger networks with several hun-
dred hosts.

The Nagios Core user interface is other-
wise rather unimpressive with its plain
and archaic appearance. It could defi-
nitely use an update to bring the GUI
up to par and to make data tables
more organized and easier to read.
The plainness of the interface does
have an advantage: navigation and the
drilldown from host to host are fast.
However, PRTG shows that modern in-
terfaces can be just as fast.

Nagios Core comes with several pre-
configured availability, trend and alert
reports that are presented on the
screen and allow administrators to exe-
cute several ad hoc reports. Parameters
for these reports are generally avail-
able in dropdown lists. The reports are
always based on hosts, host groups,
services or service groups. The design
of the reports is like that of the user
interface: archaic. And | could not find
an option to export a report — regard-
less of the format. There might be an
add-on or a plug-in, but | didn’t put in
the effort to look for one on the Na-
gios Exchange website. This kind of ba-
sic functionality should be integrated in
the product.

The messaging system looks a little bet-
ter as the product can send messages
via email or text message, for example.
A function for notification escalation
is available in the standard version as
well, at least insofar as the program
can notify different people according
to the severity of a problem. Nagios
sends notifications if status changes
have been identified or if a host or

service remains in a not-OK state for a
predefined length of time. All users in
a contact group assigned to the related
host or service receive the notification.
All of this must be configured, of
course. Nagios Core's graphical user in-
terface is suitable for viewing configu-
ration settings but administrators can
only set parameters or change existing
settings by editing the configuration
file in an editor. This not only applies
to the above-mentioned notification

Characteristics

Nagios Core

Manufacturer: Nagios Enterprises

Characteristic:
Network Monitoring Software

Price: Free, open source

Web: nagios.org

Pros/Cons

+ No purchase price

+ Good performance

= Setup can be complicated

= Minimal range of functions, few
features

= Requires solid Linux know-how

*x Kk Kk

system, but is valid for all configura-
tion settings for hosts, services, host
groups, etc. Even if just a threshold va-
lue for a test should be changed, the
related configuration file has to be
found and edited. | don't find this to
be user friendly but there are surely
administrators out there who see that
differently.

The word ‘Core’ in the product name
‘Nagios Core’ is a good indication of
what can be expected from the prod-
uct: basic functions for infrastructure
monitoring. The product can be suf-
ficient and even work well for certain
environments, especially smaller ones.
However, smaller environments are
usually those where expertise in Linux/
Unix is lacking and it can be difficult to
configure the product properly and get
it running without this expertise. Who-
ever can afford professional support

Inside

quickly ends up in the same price class
as a commercial solution like PRTG
where professional support is included
in the price.

PRTG Network Monitor

PRTG Network Monitor 12.3.3 has al-
ways been running so well on our net-
work that we hadn’t run updates on the
system for a long time. However, when |
received notification that version 13.3.7
was downloaded from Paessler’s Canary
Release Channel, | decided to finally up-
date the software, especially because |
expected to find big changes and addi-
tions from the past year — and | wasn't
disappointed.

The automatic update, or rather, the au-
tomatic installation of the automatically
downloaded new software ran absolute-
ly seamlessly as I'm used to with Paessler.
The only criticism | have is that the instal-
lation routine restarted the computer. |
am not certain that | was notified of this
beforehand but that is irrelevant. | think
nothing of this kind of reboot for a soft-
ware installation or update as they usual-
ly come at inopportune times. | am con-
vinced that software developers could
find a better solution if they really tried.
Though this was an update of an exist-
ing PRTG instance, installing a new PRTG
product on a Windows machine is not
much more difficult: the administrator
downloads the product from Paessler's
website and starts the executable file.
In a few minutes, the PRTG installation
is complete, including all supporting
components, like the database engine.
I mention the database engine for a
reason: many comparable monitoring
applications from other manufacturers
use Microsoft SQL Server for data sto-
rage but this is not optimal for saving
a lot of small, constantly changing data
records and the startup configuration
isn't always as easy as the manufacturers
would have us believe. Integrating the
data storage in PRTG eliminates these
difficulties and it's swift as an arrow.
Starting the management interface in
the browser for the first time activates
the Configuration Guru which takes the
administrator step by step through ne-
cessary or useful settings for the PRTG
configuration and thus ensures that
nothing is forgotten. For example, this
little program informs users that it could
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be a good idea to activate SSL encoding.
With this kind of guidance, configura-
tion settings like login information for
Windows, Linux, Solaris and Mac OS
systems, VMware, Xen server and SNMP
login data and other server settings for
domain controllers, Exchange and mail
servers that should be monitored can be
made without difficulty. Before the Guru
returns to his bed of nails for some much
deserved rest, he suggests running a full
network search. It's a good idea since it
refers to the network discovery typical
to network management applications.
The administrator enters the name of a
group to which found devices should be
added, specifies a basis address for IPv4
as well as a start and end address, clicks
on ‘Save and Continue’ and can start fa-
miliarizing himself with the management
interface while the discovery runs in the
background.

A device must be created in the PRTG
configuration for every device in the
network that should be monitored by
the PRTG network monitor. The term
‘device’ cannot be taken literally as web-
sites, clouds and Internet connections are
considered devices in addition to servers,
workstations, switches or APs. These de-
vices are assigned sensors, each of which
monitors a specific aspect of the network
or device. With Nagios, these settings are
made manually in various configuration
files. With PRTG on the other hand, the
type of device found is determined au-
tomatically during the discovery and the
required sensors are installed automati-
cally by which process the program cre-
ates a solid foundation that the adminis-
trator can build upon later. Like the term
‘device’, the term ’‘sensor’ must be in-
terpreted differently than users of other
management applications might think: a
sensor is not software that runs on the
monitored devices. Instead, the sensors
run on a central probe. From there, they
call information from the clients using
WMI or SNMP, for example.

Interface with Turbocharger

| was very curious about the new in-
terface — whether it would use HTML,
XHTML or HTMLS5 is probably not im-
portant to the user but the intensive
use of Ajax should be. If used properly
— which Paessler does by the way — Ajax
reduces repeated loading and process-
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The device pages of the PRTG management interface show what is important to the user.
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The wide, colored status bar in PRTG shows the administrator clearly whether the monitored resource is alright or not.

ing of HTML, CSS and Javascript which
allows faster use and is thus positive for
the user. PRTG rarely reloads entire pa-
ges, but reloads single elements instead.
Most of the tasks are displayed in popup
windows within the browser instead of
on new pages that have to be loaded
individually. As a whole, this simplifies
navigation — the user can concentrate on
present tasks and can find his way back
to the start page easily. All dialogues

are implemented as popups so the user
never loses the context of the current
task. Even if new data must be entered
within the user interface, the user ends
up where he was before as soon as the
data has been entered.

Paessler advertised the new web inter-
face as having a single page design. |
couldn’t even begin to imagine what this
should look like. Thankfully, Paessler and
I have different ideas of what single page
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design should be. For me, a single page
design is a design where the entire web-
site is contained in a single page and all
information can be found by scrolling up
and down. Of course, a navigation menu
is available for this type of design as well
where clicking on the menu items does
not open and load new pages but jumps
to an anchor on the same page. Paessler
did not use this method - it would be
ridiculous for this type and complexity
of application. What Paessler did mean
is the following: if the user clicks on a
link or button on a page, the click usually
does not load a new page, but starts or
refreshes a specific element. Paessler also
includes more information on a page
than before. The application still consists
of separate pages for devices, sensors,
alarms, etc. This ‘single page design’ is
used in combination with Ajax as men-
tioned above, the advantages of which
have also been mentioned above. And
yes, the application and interface are
very, very fast.

While the Nagios user interface achieves
its speed rather through omission and
reduction, PRTG is able to achieve high
performance using modern web tech-
nique and skillful programming while
maintaining highly interactive web pages
with an abundance of clearly presented
information and supporting graphic ele-
ments.

Many Detail Improvements

The sensor pages present the user with
obvious changes including colorful
graphical presentation of current live
data. The settings for the individual sen-
sor channels can be changed by clicking
on the sensor icon — the administrator
doesn’t have to change configuration
files in an editor like with Nagios. A wide
colored bar clearly displays the current
status of the sensor. If a sensor offers top
lists, for example for Netflow and sniff-
ing, PRTG shows the respective graphic
directly on the sensor page. The device
pages have undergone similar changes.
These pages now show the device sen-
sors in varying sizes.

The user can set priorities and favorites
in PRTG, sort lists, and show lists of favo-
rites. This has been made even easier as
it is now possible to change the priority
and favorite status of a device or sensor
at any time and in various places using

a corresponding symbol, for example in
the device tree. PRTG uses this informa-
tion to determine the order of display
and the relative display sizes of the de-
vices and sensors on the pages, among
other things. Paessler’s opinion is that
the user should be able to decide what
he finds important. | have to agree and
think this is the perfect feature to achieve
that goal.

A new heuristic calculation now shows
‘similar sensors.” PRTG searches the
monitoring database every day for sen-
sors that show similar behavior on that
day. This analysis is completely automa-
ted and is independent of sensor types.
What is the point of the feature? It helps
the user find links in the network. For
example, one result might be that port
12 of router A generally shows the same
bandwidth consumption pattern as port
2 from server B — and the administrator
had no idea of the connection. This fea-
ture thus delivers information that sup-
ports behavior and error analysis that
otherwise would not have been recog-
nizable.

Of course, the new version includes a
multitude of error corrections as well
as various improvements and enhance-
ments for the sensors and some other
features. Whether social network inte-
gration was really necessary is arguable
— | don't really feel the need to become
a PRTG Facebook fan via the web in-

Characteristics

PRTG Network Monitor 13.3.7

Manufacturer: Paessler

Characteristic:
Network Monitoring Software

Price: up to 10 sensors free, otherwise
from 300 Euro for 100 sensors

Web: www.paessler.com

Pros/Cons
+ Very fast, modern web interface
+ High usability

+ Simple setup, simple configuration

+ Great cost-performance ratio

*x Kk Kk Kk &
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terface. I've already written about the
PRTG app for iOS and Android in a First
Look — overall, it is just as accommodat-
ing as the new web interface. PRTG has
done a lot for SNMP. For example, the
internal system for SNMP monitoring has
been majorly revamped. It now supports
SNMP-v3 with AES encoding. The error
handling for many SNMP sensor types
has also been improved.

The Catch

The transition to the new web inter-
face has one catch: since PRTG 7 users
have had the freedom to change CSS
code, images, icon sets and colors and
to add new elements. Many organiza-
tions probably even gave PRTG their own
branding. PRTG is still open for this kind
of changes, however a lot of code was
changed in the process of redesigning
the web interface. This means that user-
defined changes are not automatically
transferred. The users will probably have
to rework these changes manually. Lucki-
ly, Paessler will describe how the new in-
terface can be adapted in the new API
documentation.

The Cost

The license model for PRTG is designed
around the number of sensors. PRTG
Network Monitor is available as a free
download for up to ten sensors. This is
sufficient to test the product. A 30-day
test version is available for those who
want to test the product in a large net-
work with an unlimited number of sen-
sors. If more than ten sensors are needed
for operative use, pricing starts at 300
Euros for 100 sensors. Sensor packages
are available with 100, 500, 1000, 2500
or unlimited sensors. Of course, the lar-
ger the package, the less each individual
sensor costs. The maximum cost of the
product with unlimited sensors and a
core server is 8000 Euros (PRTG Network
Monitor Unlimited), for unlimited sensors
and unlimited core servers, 24000 Euros
(PRTG Network Monitor Corporate).

Conclusion

Nagios, or rather, Nagios Core, is a popu-
lar open source monitoring tool that
can be downloaded and used for free
by anyone. Whether a network admi-
nistrator can get far using this software
or whether it is really less expensive than
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using a commercial monitoring package,
was to be determined in a comparison
with the just-as-popular PRTG Network
Monitor. It quickly became obvious that
this was a comparison like ‘Dacia Logan
vs. Mercedes S-Class’. First: Yes, Nag-
ios Core can be acquired for free while
PRTG costs 300 Euros or $400 for 100
sensors. In this price, however, the first
12 months of software maintenance are
included which not only includes free
software updates but also professional
priority email support. Comparable pro-
fessional support for Nagios Core starts
at $2995/year and only includes 5 sup-
port tickets. Those wanting or needing
professional support are therefore bet-
ter off with PRTG. Those who think they
can do without could save a few dollars,
at least off the purchase price, by going
with Nagios Core.

Of course, it all comes down to the con-
tents of the package. Nagios Core does
not contain much more than a monito-
ring engine which enables infrastructure
monitoring. Features and functions like
a web configuration interface, perfor-
mance graphics, SNMP trap support, a
mobile app, business process monito-
ring, custom maps, a database backend,
integrated user interfaces, dashboards,
planned reports, configuration assistant,
reports for business management, bulk
management and audit logging are not
included in the free package. PRTG on the
other hand comes with all these features
and then some more and is fully equipped
with all available sensors. These sensors
are immediately integrated and are easy
to use via the web administration inter-
face. Of course, Nagios uses something
like sensors or agents as well but they
are not all immediately available — the ad-
ministrator has to find out what is avail-
able on the Nagios Exchange website, for
example, and download and integrate
them in the form of add-ons or plug-ins.
Configuration of a suitable collection for
a company and the related setup can take
up a significant amount of time.
Speaking of setup: I've already discussed
how easy the setup for PRTG is and how
complicated Nagios can be — PRTG takes
the lead not only for installation and the
startup configuration but also for config-
uration changes, user management and
report creation. If no assistant is available
for a certain configuration, changes can

Features

Feature

Platform

User-defined Customization
Monitoring Engine
Complete Infrastructure Monitoring
Quickstart Guides

Web Configuration Interface
Performance Graphics
SNMP Trap Support

Mobile App

Business Process Monitoring
Custom Maps

Database Backend
Integrated Ul

Dashboards

Configuration Assistant
Planned Reports

Report Export

Bulk Management

Forum Support

Professional Email Support

always be made directly in the graphi-
cal interface while in Nagios Core, even
simple things like adding a new user
demands an excursion into the Linux
operating system level. Sovereign usage
of Nagios Core is impossible without ad-
vanced Linux know-how.

A world of difference lies between the
graphical user interfaces of the two
products: on one side a fast, modern,
complete and optically pleasing interface
—on the other a rather archaic, rudimen-
tary interface. Both, however, are fast.
Despite my love for open source soft-
ware, | have no choice but to name PRTG

Inside

Nagios Core PRTG Network Monitor
Linux/Unix Windows
N Y
Yes, open source Y
Y Y
On Website Y
N Y
N Y
N Y
N Y
N Y
N Y
N Y
N Y
N Y
N Y
N Y
N Y
N Y
Y Y
optional, with costs Y

Network Monitor as the clear winner
of this comparison. | think that even if
| would use the 2500-sensor version of
PRTG for 3500 Euros, PRTG would still
end up less expensive than Nagios Core
as the costs for the Nagios solution are
incurred during operation instead of ac-
quirement. Anyway, anyone who wants
to even come close to PRTG’s functio-
nality would have to invest in Nagios-XI,
which starts out at around $2000 for
100 hosts.

Dirk Jarzyna,
funkschau editor

19/2013 funkschau



